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Abstract Human resource management practices are key for the success of software

development projects. Practices that promote knowledge sharing and organizational

learning are positively related to development–effort curves, and thus software companies

are looking for different alternatives oriented to promoting these practices. The model-

driven development (MDD) paradigm is positioned as one of the best alternatives for

reutilization of development knowledge. In particular, this paradigm considers the speci-

fication of conceptual models that can be used as input for automatic code generation to

different target platforms. However, testing of applications developed through MDD

solutions is still performed by the manual definition and execution of test cases by testers,

which negatively impacts in the time reduction obtained from automatic code generation

and the reutilization of knowledge generated during the MDD project execution. To

address this issue, this paper presents a testing approach that automatically generates

executable test cases for software developed by using MDD technologies.
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1 Introduction

The success of software development projects has direct relation with the productivity of

the human resources involved and the efficiency of the development processes to obtain

high-quality products. In this context, model-driven development (MDD) is a well-known

and much adopted paradigm for automating the software generation and reutilization of

development knowledge. MDD allows the automatic code generation (model compilation)

of a software product by using a conceptual model and a set of transformations rules (Selic

2003). Software engineers are focused on the specification of a holistic conceptual model,

and later, by using a model compiler, they automatically obtain the code, thus avoiding the

complexity and human mistakes of programming the code manually. With MDD, it is

therefore possible to reduce the programming effort that is required to obtain a software

product and, hence, to maximize the human resources availability (Brambilla et al. 2012).

In the context of MDD, as any other development paradigms, it is necessary to test the

software obtained in order to verify and validate the final product. To do this, software

engineers face several issues at the moment of testing software products, such as time

constrains, technical complexity, code interpretation. (Botteck and Deiß 2008). For this

reason, testing is one of the most resource-consuming phases in the software development

cycle (Slaughter et al. 1998). It is important to note that the testing costs increase in direct

relation to the complexity of the software products to be tested (Thayer et al. 1974). One

interesting alternative to reduce these costs is the application of model-based testing

(MBT) (Utting and Legeard 2007). The idea behind MBT is to automatically generate test

cases by using the models of the system under test (SUT). Thus, testing activities can be

performed at early stages in the software development cycle, and the test cases obtained are

independent of the implementation details (Iyenghar et al. 2011). However, with current

MBT approaches it is still necessary to derive the models from code and manually

implement the concrete (executable) test cases in accordance to the final software products

developed.

Since MDD uses the conceptual models of a system to generate its concrete (final) code,

and MBT also uses models to generate abstract test cases, we state that both techniques

(MBT and MDD) can be used as a natural complement. Thereby, we present the speci-

fication of a MBT technique that takes advantage of the conceptual models used in MDD

solutions to automatically generate both: abstract test cases that are represented by using an

XML specification, and concrete test cases implemented in a specific programming lan-

guage. The abstract test cases are defined independently of the programming platform and

the concrete test cases are defined in the same programming language of the SUT. To do

this, the proposed MBT technique is based on a set of testing coverage criteria that are

defined for UML diagrams (OMG 2011), the standard language used for specifying con-

ceptual models. Thus, with the application of MBT to MDD, the extra effort that demands

the development of specific testing models that are depending of the implementation

technology of the SUT can be avoided.

The proposed approach has been developed for an industrially applied MDD solution

called OO-Method (Pastor et al. 2001). The application of the testing criteria to
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OO-Method models is performed automatically, which results in a set of abstract test cases.

Then, these abstract test cases are automatically concretized for two technical platforms.

Thus, the design time and the execution time of test cases are reduced to seconds.

In summary, the main contribution of this work is twofold:

• A model-based testing technique that automatically generates abstract test cases from

conceptual models used in MDD environments.

• A model-based testing technique that automatically generates concrete test cases in

Java and C#, reducing the testing effort in MDD projects.

The rest of the paper is organized as follow. Section 2 presents the supporting back-

ground of this work and its related work. Section 3 presents T4MDD, a model-based

testing technique that generates abstract test cases for a MDD approach. Section 4 presents

CONT4MDD, a tool that automates the generation of concrete test cases. Section 5 shows

the applicability of T4MDD and CONT4MDD on a concrete case study. Finally, Sect. 6

presents some conclusions and further work.

2 Background and related works

This section briefly presents: (1) the foundations of model-based testing techniques, (2) the

MDD approach that has been selected to put in practice our proposal, and (3) relevant

related work.

2.1 Model-based testing (MBT)

MBT uses models for the automatic generation of test cases (Timmer et al. 2011). To do

this, it is necessary to take into account the reference modeling language, the algorithms

for the generation of the test cases, and the tools infrastructure for the automatic generation

and execution of test cases (Dalal et al. 1999). Thus, a model-based testing process has the

following steps (Utting and Legeard 2007):

1. Creation of a testing model. This model could be specified from the requirements of

the system or from design models. This testing model should not add complexity to the

software development process.

2. Generation of abstract test cases. In this step, a specific criterion to define test cases

must be defined. This criterion can be related to a functionality of the system, to the

model structure (for example, state coverage, transition coverage, def-use coverage),

to stochastic characterizations such as user profiles, or to a set of well-defined faults.

3. Concretize abstract test cases. In this step, automatic test case generators transform the

abstract test cases into executable scripts by formalizing the selected testing criteria.

4. Test case execution. This step includes the execution of the test cases by indicating

automation and technical aspects, such as tool support, online platforms, automatic or

manual execution.

5. Analysis of results. In this step it is necessary to analyze the results obtained from the

execution of test cases and to perform correction activities when necessary.
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2.2 The OO-Method MDD approach

The OO-Method approach is a MDD method that allows the automatic code generation

from a conceptual model by means of a set of well-defined transformation rules (Pastor

et al. 2001). The software products generated by this approach correspond to management

information systems.

The OO-Method conceptual model has four complementary views that allow the

specification of the entire software product. These views are: the structural model, the

functional model, the dynamic model, and the presentation model. A detailed specification

of all the conceptual constructs of each model can be found in Marı́n et al. (2010).

The structural model represents the static part of the system by means of a class

diagram, i.e., by using classes, attributes, services, pre-conditions, post-conditions,

aggregations, inheritance. The users of the system are represented by a particular class

type: the agent class. This class has specific properties for representing the access and

visibility of the users’ system over attributes and services of the classes defined in the

model.

The functional model represents the way to assign a value to each attribute defined for

the classes of the system. To do this, the OO-Method approach uses the OASIS formal

language (Pastor et al. 1992). By using this language it is possible to specify how the value

of an attribute changes when a service is executed or a condition is met.

The dynamic model represents the valid states and the states transitions for the instances

of a class; i.e., the objects of the system. To do this, a state transition diagram is used.

The presentation model represents the graphical user interface by means of a set of

interaction patterns: population interaction units, instance interaction units, service inter-

action units, and master detail interaction units. This last interaction unit is a composition

of an instance interaction unit and a population interaction unit. For the correct specifi-

cation of these interaction units, it is necessary to specify the display set of attributes, the

navigations among the interaction units, entry fields, etc.

The industrial implementation of the OO-Method approach is called Integranova M.E.S.

(Model execution System) (Pastor et al. 2004). With this technology it is possible to

generate fully executable code in a three-tier architecture: the persistent layer, the business

logic layer, and the presentation layer. Each layer can be generated in different techno-

logical platforms, such as C#, Java, ASP, JSP, and SQL from the same conceptual model.

2.3 Related works

MBT is a variant of testing that relies on explicit behavior models that encode the intended

behavior of a system, and possibly, the behavior of its environment (Utting et al. 2012).

However, which models can be used by MBT techniques? which is the abstraction level of

these models? and which is the modeling language involved? Are questions without a clear

answer yet (Rodrigues da Silva 2015).

Dias Neto et al. (2007) presents a systematic literature review, where 78 papers related

to MBT are analyzed. The main conclusions of this review are (1) that MBT approaches

are usually not related to the development process, so that it is necessary to create inte-

gration tools to apply the MBT techniques to the software development process; and (2)

high knowledge of modeling languages, testing criteria and languages to generate the test

scripts are needed to apply these MBT techniques.
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There are some works that uses state charts as the behavior model of the system

(Botteck and Deiß 2008; Koopman et al. 2008; Reza et al. 2008; Seifert 2008; Yang et al.

2011; Zeng et al. 2009). In these works, behavioral models are only used in early phases of

the software development process for documenting user requirements, and they are not

used for an automatic code generation; i.e., these models are not use in MDD environ-

ments. This also leads to the problem that behavioral models are specified separated from

the code, which finally results in dead models (Engels 2009).

In addition, other MBT proposals use structural models of the system (e.g., Blanco and

Tuya 2015; Fourneret et al. 2011; Fujiwara et al. 2011; Pérez-Lamancha et al. 2013), use-

case diagrams (such as Gutierrez et al. 2009), or activity diagrams (e.g., Farooq and Lam

2009; Yuan et al. 2008) as input for the test case generation techniques. These proposals

use a model that represents a single view of the system to generate the test cases. We

advocate that a software system model has different complementary views (structural,

behavioral, and interaction) that must be specified to automatically generate a complete

software system in MDD environments (Marı́n et al. 2013). Thus, in order to test the

holistic software system, test cases should be generated using models related to the dif-

ferent views; however, this is a big pending challenge for MBT approaches.

Even though some MBT proposals clearly state the use of conceptual models as input to

apply the MBT techniques, most of these proposals just declare that they are using UML

(or UML-like) models without indicating the specific diagrams, necessary UML exten-

sions, concrete model mappings, or transformation rules used (e.g., Brucker et al. 2011;

Castillos et al. 2011; Lasalle et al. 2011; Mlynarski 2010; Wieczorek et al. 2008). Taking

into account (1) that UML does not have enough semantic precision to allow the unam-

biguous specification of software, which is clearly presented in Berkenkötter (2008),

France et al. (2006), Opdahl and Henderson-Sellers (2005) and (2) that UML does not

allow the complete specification of a software system (for instance it does not include

models to specify the presentation of the final application), MDD approaches (such as

Coleman et al. 1994; Moreno et al. 2007; Pastor et al. 2001) have selected a subset of UML

models and they have aggregated the needed semantic expressiveness to automatically

generate software from conceptual models. However, without knowing the specific UML

models used by the MBT techniques, it is difficult to apply these MBT techniques to a

sound MDD approach that consider the holistic specification of the conceptual models.

Regarding the tools that implements MBT techniques, there are some tools that gen-

erates abstract test cases from state machines models (e.g., Bigot et al. 2003; Conformiq:

Conformiq Designer; Elvior: MOTES) and from class models (e.g., Smartesting; Sour-

ceForge.net). There are also some tools that generate concrete test cases (e.g., Chen and

Miao 2013; da Silveira et al. 2011; Nylund et al. 2011). However, there is a lack of a

complete strategy to generate abstract test cases and concrete test cases for MDD

environments.

In Xu et al. (2015), authors present a model-based testing approach to automatically

generate concrete test cases in java for role-based access control. These authors use

predicate/transition nets as the model for the generation of test cases. These models are not

complete enough to generate automatically the code of the system. In our approach, we use

conceptual models of an MDD approach to generate the test cases, which allow the

complete specification of the system, and therefore, a better coverage of the test cases. In

addition, since the system can be programmed in different languages, the techniques

presented in this paper allow the automatic generation of both abstract test cases and

concrete test cases.
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In Amalfitano et al. (2015) is presented MobiGUITAR, an approach to automatically

generate test cases for mobile applications. This approach generates a state machine model

from the GUI of the applications, and then generates the test cases from this model.

MobiGUITAR do not use an automatic approach to generate the test values. In our

approach, the test values are generated automatically.

In summary, we did not found a MBT technique that uses as input the same models that

are used by concrete MDD approaches. To solve this important challenge, in the next

sections, we present our approach and tools for the automatic generation of abstract test

cases and concrete test cases from the conceptual model used by an industrial MDD

approach.

3 T4MDD: automatic generation of abstract test cases for MDD

Testing for MDD (T4MDD) is a model-based testing technique that allows the automatic

generation of abstract test cases by using as input a conceptual model that is ready to be

used in an automatic model compilation process. Thus, the test cases can be generated as

soon as the conceptual model of the system is done. This conceptual model is composed by

the structural model, the functional model, the dynamic model, and the presentation model

(see Sect. 2.2). This conceptual model is specified by using the Integranova modeling suite

(Integranova 2015), which also stores the models’ specification in XML.

The XML representation of the conceptual model is entered in the T4MDD tool, which

analyses the model and identifies the different views of the system. At this point, it is

important to note that the system under test (SUT) can be the entire system or a part of the

system depending on the testing needs. The software engineer that uses the T4MDD tool is

the responsible who indicates if the SUT corresponds either to the entire system or only to

part of it.

Afterward, the software engineer must select some testing criterion to generate the

abstract test cases. T4MDD has implemented nine criteria to generate test cases, which are

focused on the coverage of the class diagram, the data coverage, and the transition

coverage.

There are 3 testing criteria related to coverage on the class diagram: class attribute

(CA), association end multiplicity (AEM), and generalization (GN). CA explores the space

of possible values that the attributes of a class can have. To create the test cases, each

attribute of a class has their own id in the xml representation of the conceptual model. Each

attribute can be of three different kinds: Constant, the value assigned to the attribute cannot

be changed; Variable, it possible to change the value assigned to the attribute with the

execution of a specific service; or Derivate, the value of the attribute is automatically

calculated from a formula specified in the OASIS formal language (Pastor et al. 1992). In

addition, each attribute has the specification of type (string, int, float, etc.) and the max-

imum size allowed. This information is used to generate representative values for each

attribute of each class selected in the SUT.

AEM is focused on testing the cardinalities of each association between the classes.

OO-Method allows the specification of relationships between two classes, so that, in order

to calculate all the valid cardinalities, it is necessary to calculate the Cartesian product

using the cardinalities of a class. Then, in order to find faults, it is necessary to generate test

cases using cardinalities beyond the valid cardinalities calculated. To do this, techniques of

random pairs are used.
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GN states that all the specializations and generalizations of a class must be generated,

and also, the relationships of the superclass with other classes must be also tested with the

specialized classes. Thus, these test cases can reveal defects related to the substitution

principle, which states that an instance of a superclass can be replaced by an instance of

any of its subclasses. The creation of the corresponding test cases is performed by locating

superclasses, subclasses, and the related inheritance relationships. All these elements can

be located by the corresponding id in the xml file of the conceptual model. With this

information, it is possible to know the child relationships for each superclass and then

generate the test cases by substitution of instances of the corresponding subclasses.

Regarding data coverage, pairwise criterion is used. When a service has too many

parameters, the number of combinations of all values could be too big, increasing the time

for test case generation. To avoid this problem, pairwise testing states that just using a pair

of possible values for the parameters is enough to evaluate the feasibility to test a service.

Regarding transition coverage, the following testing criteria have been taken into

account by T4MDD: all-states, all-transitions-pair, all-loop-free-paths, all-one-loop-paths,

custom-all-paths. All-states criterion expresses that all the states defined for the objects of a

class must be reached. All-transitions-pair criterion is focused in the evaluation of objects

in one particular state and the feasibility to reach all the possible next adjacent states. All-

loop-free-paths evaluates that all the states are reachable by the execution of the transi-

tions, without passing two times for the same state, i.e., without loops at one state. All-one-

loop-paths criterion is similar to all-loop-free-paths, with the difference that it is allowed

one loop in the process to reach all the states. Custom-all-paths criterion is focused on

reach a percentage of the transitions specified in the state transition diagram. To do this, the

software engineer needs to specify the percentage of the transitions that he/she wants to

test.

To create the test cases related to transition coverage, the state transition diagram is

used. Each class defined in the MDD conceptual model has related a state transition

diagram. In this diagram, the initial state, final state, and the intermediate states of the

Fig. 1 T4MDD layout
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objects are specified, and also, the corresponding transitions to change the state of an object

are specified. This diagram is automatically generated by the Integranova modeling suite

(Integranova 2015). Moreover, the software engineer has the possibility of modify these

diagrams in order to provide details regarding the possible states of the objects of a class

and the transitions related to these objects.

Once the testing criteria have been selected, the T4MDD tool generates an XML file

with the specification of the abstract test cases. It is important to remark that abstract test

cases provide the conceptual representation of the test cases to be executed, while the

concrete test cases correspond to the executable test cases that are implemented according

to the SUT execution platform.

The T4MDD tool has a front end layout that is separated in three parts (see Fig. 1): the

selection of the testing criteria (on the left), a summary of the test case generation (on the

middle), and the selection of the SUT (on the right). The software engineer has the

possibility to select the entire SUT to generate the test cases for the whole system or an

advanced SUT to generate test cases only for a set of specific classes. At the bottom of the

layout, the tool shows a state bar that indicates the progress in the generation of the test

cases. According to the progress, the T4MDD tool can show the following messages and

alerts to the software engineer: (1) Document correctly uploaded, (2) There are no data in

the database, (3) You must select a number of test cases, and (4) The XML file does not

have the proper format.

T4MDD implements the following algorithm to generate the abstract test cases for the

CA criterion.

Algorithm 1. CA criterion
Let C be the list of classes that are in the model of the SUT selected, C = {c1, c2, …,

cn}, let A be the list of attributes owned by each class c that belongs to C, A = {a1, a2, …,

an}. Let tn the number of test cases selected.

1. TS={}; initialize TS, which represents the set of test cases generated 
2. cont:=0; initialize a counter for the test cases that must be generated 
3. tc={}; initializes the next test case to be added to TS
4. DataFactory df = new DataFactory(); initialize the Data Factory library 
5. For each class  C: 

a. Select the name of c and stores it in tc
b. For each a A

i. Select the name of a and store it in tc
ii. Select the datatype of a and store it in tc

iii. If(df.indexof(a.name) > -1); searches in DataFactory if exists 
values for the attribute 

A. while (cont < tn) df.getValue(); selects the value 
and stores it in tc

iv. else, while (cont < tn) a.getRandomValue(); generates a 
random value for the datatype of the attribute a and stores it 
in tc

c. end for 
d. TS := TS  tc; store tc in TS
e. tc={}; initializes the next test case to be added to TS

6. end for 
7. end 

The XML representation of the test cases generated for the CA criterion has the fol-

lowing tags: the testing criterion, the target class, the name of each attribute and its data

type, and a set of values generated for each attribute. A DataFactory library (Gibson 2015)
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has been used to generate these values in order to provide semantically coherent values for

the attributes. Figure 2 shows an extract of the XML specification of an abstract test case

generated for the CA criterion, which shows the five different values for the attributes

id_Employee and empName.

For the generation of test cases for the AEM criterion, T4MDD analyses the classes of

the SUT model to find the class associations. For each association, the minimum and

maximum cardinalities of both association ends are identified. Then, the Cartesian product

of these four values is calculated in order to obtain all the possible valid combinations of

cardinalities values for each association end. Afterward, the creation service is executed for

each class of the association as many times as it is indicated in the list of valid cardinality

values. Test cases with invalid associations are also generated. The XML representation of

the test cases generated for the AEM criterion has the following tags: the testing criterion,

the name of the class, the id of the aggregation, a set of cardinalities, and the type (which

indicates if the test case correspond to an oracle or it is a test case that must fail). For each

set of cardinalities, the services that must be executed with their parameters and the

corresponding values are specified.

For the generalization criterion, T4MDD analyses all the inheritance relationships of the

SUT to identify the different father and child classes. For each father class, the creation

services are executed with testing values, the specialization services that correspond to

each child class of the father class analyzed are also executed. Later, for each instance of

the child classes, the associations inherited from the father class are analyzed. From these

associations, the services of the related classes (that can be executed) are added to the test

case and testing values are assigned to their parameters. The XML representation of the

test cases generated for the GN criterion has the following tags: the testing criterion, the id

of the generalization, the parent class, the child class, and the services that be executed by

these classes with the corresponding parameters and values.

For the all-states criterion, the following algorithm is implemented in T4MDD to

generate the abstract test cases.

Algorithm 2. All-States criterion
Let C be the list of classes that are in model of the SUT selected, C = {c1, c2,…, cn}.

Let S be the list of states defined for each class c belonging to C, S = {s1, s2, …, sn}. Let

t the list of transitions that leave an state s, T = {t1,t2, …, tn}.

Fig. 2 Extract of abstract test
case for CA criterion
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1. TS={}; initializes TS, which represents the set of test cases generated 
2. tc={}; initializes the next test case to be added to TS
3. VS={}; initializes VS, which represents the set of states visited 
4. For each class  C: 

a. Select the name of c and store it in tc
b. For each s S

i. Select the name of s and store it in tc
ii. If (T  ); verify that the state s has transitions, 

otherwise, s is the final state and none service can be executed 
to reach another state. 

A. For each transition  T, where (t.targetState 
 t.targetstate  VS:

a. Select the name of the service serv related 
to t and store it in tc

b. For each parameter p of serv
i. Select the name of p and store it 

in tc
ii. Select the datatype of p and store 

it in tc
iii. p.getRandomValue(); generates a 

random value for the datatype of 
the parameter p and stores it in tc

c. end for 
d. VS:= VS  t.targetState; adds both s 

and target state to the set of visited states 
B. End for 

iii. End if 
c. end for 
d. TS := TS  tc; store tc in TS
e. tc={}; initializes the next test cases that will be added to TS

5. end for 
6. end 

The XML representation of the test cases generated for the all-states criterion has the

following tags: the testing criterion, the name of the class owner of the state transition

diagram, the state that is reached and the service that must be executed to reach that state.

All the parameters and the corresponding values for each service are also specified. Fig-

ure 3 shows a state transition diagram for the client class, which correspond to a user of

archetypical software. An extract of the abstract test cases generated for this client class is

presented in Fig. 4.

Fig. 3 State transition diagram for the Client class
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For the test case generation of the all-transitions-pair criterion, the software engineer

could select one specific state of the SUT, or it can be automatically selected by T4MDD

tool taking into account the state with the bigger number of transitions. For the all-

transition-pair criterion, the following algorithm is implemented.

Algorithm 3. All-transitions-pair criterion
Let s the state selected by the tester or the SUT. Let t the list of transitions that leave the

state s, T = {t1, t2, …, tn}.

1. TS={}; initializes TS, which represents the set of test cases generated 
2. tc={}; initializes the next test case to be added to TS
3. For each transition  T : 

a. Select the name of transition t, and store it in tc
b. Store s as the initial state of transition t in tc 
c. Select the reach state of transition t and store it in tc 
d. Select the name of the service serv related to t and store it in tc 
e. For each parameter p of serv 

i. Select the name of p and store it in tc
ii. Select the datatype of p and store it in tc

iii. p.getRandomValue(); generates a random value for the 
datatype of the parameter p and stores it in tc

f. end for 
g. TS := TS  tc; stores tc in TS
h. tc={}; initializes the next test case that will be added to TS

4. end for 
5. end 

The XML representation of the test cases for the all-transition-pair criterion has the following

tags: the testing criterion, the class owner of the state transition diagram, the transition id with

the corresponding initial state and target state, and the service that must be executed in order to

produce the transition, which has a set of parameters with the corresponding values generated.

An example of the test cases generated for all-transitions-pair criterion is shown in Fig. 20.

The algorithm used to generate the test cases of the all-loop-free criterion differs from

the all-states criterion in the restriction that establishes that the states must be reached just

one time in the execution of a test case. Note that with this criterion, the test suite will not

Fig. 4 Extract of abstract test case for all-states criterion
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present the states that are not reached if they are in a loop and the transitions that are not

executed if they are in a loop. The XML representation of the test cases generated for the

all-loop-free criterion has the same structure than the all-states criterion (see Fig. 4). The

test cases generated for the all-one-loop criterion also has the same XML structure as the

all-states criterion, with the difference that a state could appear more than once since it

could be reached more than once.

The custom-all-paths criterion intends to test all the transitions defined in the state

transition diagram. In order to be more effective in the definition of test cases, the software

engineer is able to decide which transitions wants to test (see Fig. 5). The XML structure

of the test cases is the same as the all-transitions-pair criterion. The algorithm used to

create the test cases XML specification is Algorithm 3, which is used by initializing T with

the transitions selected by the tester.

In summary, the T4MDD approach and its supporting tool allows the automatic gen-

eration of abstract test cases, which are specified in an XML file. These test cases are

generated taking into account nine different testing criteria. Therefore, the software

engineer just needs to select the SUT and the intended testing criteria to automatically

generate all the test cases together with a set of testing values in a few seconds by the

T4MDD approach.

4 CONT4MDD: generation of concrete test cases for MDD

CONT4MDD is a model-based testing technique that generates concrete test cases from

the abstract test cases generated by the T4MDD tool. Thus, CONT4MDD generates

executable test cases for the software generated from the conceptual models defined

according to the OO-Method MDD approach.

Figure 6 schematizes the process to use the CONT4MDD tool. First of all, the software

engineer must specify the system model and generate the corresponding software code by

using the OO-Method approach and the Integranova tool (see right part of the figure).

Then, the software engineer generates the abstract test cases by using the T4MDD tool (see

left part of the figure). Once the abstract test cases are generated, the engineer uses

CONT4MDD to generate the executable scripts for the concrete test cases. These test cases

can be generated in Java (.jar) or C# (.exe), two of the development platforms supported by

the Integranova tool (Marı́n et al. 2008). Thus, the software engineer needs to select the

target programming language for the executable test cases before generating them.

Fig. 5 Custom-all-paths
configuration
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Finally, the software engineer executes the generated software and the testing scripts

(see upper part of the figure), and analyzes the results obtained. It is important to note that

the testing scripts are executed over the business logic layer of the software generated since

all the criteria implemented in T4MDD are related to functional behavior. Presentation

layer is not considered yet by the T4MDD approach.

The CONT4MDD tool receives the XML representation of the conceptual model and

the abstract test cases as input (see Fig. 7). These files are verified according to the DTD

defined for the OO-Method and T4MDD implementations.

The generation of the concrete test cases has been performed by considering the testing

criteria specified in the T4MDD file and the target programming language. For this gen-

eration, specific information from the system model has been analyzed. Figure 8 shows an

excerpt of the algorithm that is used by CONT4MDD for this analysis.

The testing scripts change depending on the testing criterion selected. Despite this, the

part of the code related to the presentation of the results obtained is the same for all the

scripts generated. The results of the execution of the test scripts are presented in a text file

that shows: the name of the service, the testing criteria, and the results obtained. Following,

the analysis performed for each testing criterion is briefly explained.

So�ware Engineer

So�ware CodeConcrete Test Cases

Tes�ng 
Results

Execu�on of 
So�ware and Tests Cases 

Test Case Genera�on
Concrete Test Case 

Genera�on

Automa�c Model 
Compila�on

Fig. 6 Automatic Model-Based Testing process

Fig. 7 CONT4MDD interface
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4.1 CA criterion

In order to implement the CA criterion, the creation service of the classes modeled is used.

This service is executed as many times as the number of values defined for each attribute of

a class in the T4MDD tool (see Test number in Fig. 1). For each execution of the service,

the success or fail is registered in the results file. An extract of the algorithm used for the

creation of concrete test cases for java is presented in Fig. 9, where the class and its owned

attributes with the test values generated by T4MDD are identified; and Fig. 10, where the

file is written.

Fig. 8 Excerpt of CONT4MDD algorithm for reading the XML files

Fig. 9 Excerpt of CONT4MDD algorithm for reading the CA test case
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4.2 AEM criterion

In order to implement the AEM criterion, the identifier of each classes is used to find the

classes involved in an association relationship, and the creation service of each class is

used as many times as it is indicated in the cardinalities of the two corresponding asso-

ciation ends. Thus, if the software allows the creation of instances respecting the cardi-

nalities for the oracle test cases, and it does not allow the creation of instances respecting

the cardinalities generated in a random way, then the software satisfies the AEM criterion.

In contrast, if the software does not allows the creation of instances with the cardinalities of

the oracles or allows the creation of instances with the cardinalities generated in a random

way, the software does not fulfill the AEM criterion; i.e., the software allows associations

that are semantically incorrect.

4.3 GN criterion

The GN criterion specifies a list of services of parent and child classes that must be

executed. To implement this criterion, the services of the system specified in the T4MDD

file are executed. To do this, it is important to know the order or the parameters of each

service that have been previously stored. GN criterion is fulfilled when all the services are

successfully executed.

4.4 All-states criterion

This criterion is used to find dead states, which correspond to states that never are reached

by the objects of a class. The T4MDD file specifies a set of services that must be executed

to reach all the states defined for the objects of a particular class. At this point, it is

Fig. 10 Extract of CONT4MDD algorithm for generating the test case in java
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important to note that only a creation service must be executed to make a transition from

the initial state to the next state, and only a destroy service can be executed to make a

transition from an intermediate state to the final state. For this criterion, the results file

shows the service executed, the state reached and the result of the transition execution.

Figure 11 presents an extract of the algorithm used by CONT4MDD to create the test cases

for the all-states criterion.

4.5 All-transition-pairs criterion

The implementation of all-transition-pairs criterion is similar to all-states criterion since it

executes a list of services related to the transitions defined in the abstract test case for a

specific state. Thus, the software fulfills the all-transition-pairs criterion when all the

services involved are successfully executed.

4.6 All-one-loop criterion

Regarding the all-one-loop criterion, the set of transitions specified in the abstract test

cases has one state that is visited twice; i.e., there is a loop in the transitions. Thus, to

implement this criterion, the services related to the different transitions are executed. If one

execution fails, the criterion is not fulfilled.

4.7 Custom-all-paths criterion

Regarding the custom-all-paths criterion, the T4MDD file specifies a set of transitions that

must be tested. To do this, it is necessary to have an object at the source state of the

transition, i.e., it is necessary to create an object and execute the transitions with the

corresponding services to reach the source state. Then the service related to the custom

transition is executed. If the target state is reached, then this criterion is fulfilled.

Fig. 11 Extract of CONT4MDD algorithm for all-states test case
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4.8 Pairwise criterion

To fulfill the pairwise criterion, the services must be executed respecting the order of the

parameters defined. If the system accepts the change of values of two parameters of a

service, then the system does not fulfill this criterion.

In summary, CONT4MDD automatically generates test cases ready to be executable in

C# and Java, thus reducing the programming time just to few seconds.

5 Application of T4MDD and CONT4MDD

In the following subsections, we present the application of T4MDD and CONT4MDD to a

particular software project related to the domain of management information systems. This

project has been performed in order to evaluate the feasibility and the efficiency of our

approach of model-based testing techniques in comparison with traditional testing

processes.

5.1 The SICOVE case

The case corresponds to a system for a trading cars company. Figure 12 shows the con-

ceptual model that has been developed for this system. The model supports the car

management, the location management, the client budgets, and the car sales. There are

three different types of users of the system: a location manager, a seller, and a client. The

client

id_client
name
telephone
email
address
city
birth_date
password

create_client
delete_client
edit_client
insBudget
setPassword

Seller

id_seller
name
telephone
e-mail
address
city
birth_date

create_seller
delete_seller
edit_selle
insVehicle
to_fire
to_hire

sale_request

id_sale_request
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aprove
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delete_instance
edit_instance
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id_budget
date
expired

concrete
create_budget
delete_budget
edit_budget
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person_record

id_record
date
detail

create_instance
delete_instance
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local_chief
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e-mail
address
city
birth_date
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delete_seller
edit_seller
to_fire

vehicle
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delete_local
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id_record
date
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1..1
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Fig. 12 Conceptual model for SICOVE
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seller manages historical information of cars and locations. The location manager leads the

sellers of a location, the cars of a location, and approves the car budgets. The seller

manages the cars, the clients, and the car budgets. The client can see the cars, can see the

locations, can require a car sale or a car budget, and also can purchase a car.

Some of the relevant services to understand the system operation are the following: The

service approve is executed when the location manager approves a car sale request, and

hence, the company purchases the car; the service concrete is executed when a client asks

for a car budget and concretes the purchase of a car; and the service to_fire is executed to

quit an employee of the company.

5.2 Verification of testing criteria

All the testing criteria implemented for the abstract test cases generated by T4MDD and

concrete test cases generated by CONT4MDD have been verified by using the case pre-

sented above.

Appling the CA criterion to the seller class, the XML file that contains the abstract test

cases specification (see Fig. 13) has been generated with three values for each attribute of

the class. This XML file is loaded into the CONT4MDD tool, which generates a script with

concrete test cases in C#.

The script generated in C# must be opened with the .Net development platform to

configure the corresponding reference to the business logic layer of the system that has

been generated with the Integranova tool. Figure 14 shows the concrete test cases gen-

erated, which contains the script for the CA criterion called ScriptClassAttribute, the

reference business logic layer called SICOVE, and the presentation layer of the system

called SICOVEUI. Figure 15 shows the concrete test cases generated.

Once the test cases script has been executed, the results obtained are generated in a text

file (see Fig. 16). Figure 16 shows that the test cases have been successfully passed, and

therefore, the SUT fulfills with the CA criterion, i.e., the class Seller selected as SUT

allows the creation of objects with different combinations of values for the attributes of

each object. Regarding the remaining class diagram coverage criteria, there are not test

cases generated for GN criterion due to the conceptual model does not have inheritance

relationships defined. The test cases related to the AEM criterion have also been generated

Fig. 13 CA abstract test cases
for SICOVE
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Fig. 14 CA concrete test cases
for SICOVE

Fig. 15 Extract of concrete test case for class attribute criterion at C#

Fig. 16 Results for CA concrete test cases for SICOVE

Fig. 17 State transition diagram for the Seller class
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by the T4MDD and CONT4MDD tools. These test cases have also been successfully

evaluated.

Regarding the transition coverage criteria, Fig. 17 shows an example of the state

transition diagram for the Seller class. In this diagram it is possible to observe four states:

the creation state, the seller0 state, the fired state, and the destruction state. To reach these

four states, it is necessary to execute at least three services related to the transitions

between the states. It is clear that from the destruction state is not possible to execute any

other transition. Thus, in order to visit all the states, the services that must be executed are

the following: create_seller, to_fire, and delete_seller. Other different combinations of

three services do not allow testing the all-states criterion, i.e., with other combination of

three services, it is impossible to reach the fired and the destruction states. The T4MDD

tool performed the analysis regarding the services that must be executed to validate the all-

states criterion. An extract of the concrete test case is shown in Fig. 18. The results

obtained by CONT4MDD are shown in Fig. 19.

Regarding the all-transition-pairs criterion, all the transitions must be able to be exe-

cuted. Figure 3 shows the state transition diagram for the Client class. Figure 20 shows the

generated abstract test cases, and finally, Fig. 21 shows the results obtained by the concrete

test cases. It is important to note that one of the services of the transitions correspond to a

service for the destruction of the object. In this case, the CONT4MDD tool executes first

the services that are related to transitions to the same state or other intermediate states,

leaving the service that is related to the transition to the destruction state at the end.

The remaining transition coverage criteria: all-loop-free, all-one-loop, and custom-all-

paths have been also verified with successful results. It is important to remark that

CONT4MDD verify in these criteria the correct execution of services that allows the

transitions in the state transition diagram. This means that CONT4MDD verify that only

creation services can be executed from the creation state, only destruction services can

reach the destruction state, and that any other state can only be reached by the execution of

a service.

Fig. 18 Extract of the concrete test case generated by CONT4MDD
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Regarding the pairwise testing criterion, the abstract test case has a service with two

values of parameters that have been changed. For instance, Fig. 22 shows the abstract test

case for the pairwise criterion for the Client class. The service specified in the abstract test

case corresponds to an edit service. Thus, in the concrete test case, it is necessary to first

create the object and then execute the edit service with the values specified. Later, when

the concrete test case is executed, it fails (see Fig. 23). This means that it is not possible to

change the order of the parameters of a service, so that the pairwise criterion is fulfilled.

Fig. 19 Results of the concrete test cases for all-states criterion

Fig. 20 Abstract test cases for all-transition-pairs criterion

Fig. 21 Results of the concrete test cases for all-transition-pairs criterion
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5.3 Efficiency of the techniques

Testing is one of the most used quality assurance technique in industry (Marı́n et al. 2011).

On most software projects testing consumes at least the 30 % of the effort (Collofello and

Vehathiri 2005). Hence, by reducing the time required in the testing phase, it could be

obtained an important benefit in the development time and effort required to produce high-

quality software products.

To measure the specific time reduction, we compared a manual implementation and

execution of test cases with the application of the automatic MBT techniques proposed.

We consider the manual programming and testing of the SICOVE project as an example of

the traditional way to develop software products. We are interested in the percentage of

time reduction using the T4MDD and CONT4MDD in order to quantitatively measure the

benefits of applying these automatic techniques.

First of all, two software engineers manually programmed the SICOVE system in C#

and Java, one for each technical platform, respectively. To do this, they receive the

SICOVE specification, which have been defined by following IEEE 830 (IEEE 1984). This

specification contains the functionality required, the users of SICOVE, and the use-case

diagrams. The software engineers modeled the database, and later they performed the

programming tasks by taking into account the SICOVE specification.

The programming tasks took 40 h in the case of C# and 36 h in the case of Java. Then,

the subjects performed the testing of both applications in a crossed way, i.e., the software

Fig. 22 Abstract test case for
pairwise criterion

Fig. 23 Results of concrete test case for pairwise criterion
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engineer that developed the case in C# performed the testing of the Java application, and

vice versa. The testing process consisted on: the specification of the test cases with the

corresponding test values, the execution of the test cases, and the analysis of the results

obtained. The testing process took 14 h for the C# case, and 16 h for the Java case.

In order to apply T4MDD and CONT4MDD to the SICOVE project, two other software

engineers with similar skills to the subjects characterized before developed the case fol-

lowing a MDD approach. They developed the conceptual model for the SICOVE case

study using the OO-Method MDD approach. The SICOVE specification given to the MDD

developers was the same as the one delivered to the engineers that manually programmed

the SICOVE system. In the MDD scenario, it took 2.5 h to correctly and completely

specify the conceptual model. In this case, both engineers worked together, and thus, we

consider that the work performed for the specification of the conceptual model is equiv-

alent to 5 h of work of one person. This conceptual model was performed by using the

Integranova tool, which automatically generates the code in both programming languages,

C# and Java; it also generates the scripts to create the system database. Therefore, in just

5 h it was possible to model the entire system. The programming code was automatically

generated from the conceptual model, i.e., without programming any line of code. This

demonstrates one of the main benefits of the MDD paradigm: a considerable reduction of

the development time in relation to traditional software development paradigms.

After generating the code, one of the software engineers entered the xml representation

of the SICOVE conceptual model in the T4MDD tool and selected the following options:

all the testing criteria, all the classes of the SUT, and the generation of the xml files for the

abstract test cases. This took 226 s (less than 4 min) in total to obtain the abstract test cases

for the SICOVE case.

To generate the concrete test cases for SICOVE, the engineer entered in the

CONT4MDD tool the abstract test case generated with the T4MDD tool, the file of the

conceptual model generated with the Integranova tool, and selected the language for each

abstract test case. With this input, the tool generates the script in the corresponding target

language. This generation process took 126 s (around 2 min). Finally, the software engi-

neer executed the script generated in the selected language. It took 203 s (less than 4 min)

for the execution of all the concrete test cases in C#, and 160 s (less than 3 min) for the

execution in Java. Therefore, the generation and execution of the concrete test cases took

in average 5 min for each platform.

Taking into account that in a software system designed with 11 classes and 60 services

the testing process takes around 5 min (0.5 % of the mean time needed using manual

testing), we can state that the T4MDD and CONT4MDD are very efficient techniques

regarding time reduction in comparison with traditional testing techniques.

5.4 Threats to validity

There are some threats to validity of the application of T4MDD and CONT4MDD tech-

niques that are specified in order to denote that the results are not biased by the researchers’

point of view. We identify some threats regarding construct, internal, and external validity

(Runeson and Host 2009).

Regarding the construct validity, which reflects to which extent the variables that are

studied really represents that the researcher have in mind, we identify that the time used to

define the test cases depend on the experience of subjects. To mitigate this threat, we select

subjects with similar level of expertise.
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Regarding the internal validity, which expresses that the design and the analysis may be

compromised by the existence of other unexpected sources of bias, we identify that the

experience of subjects that are specifying the OO-Method model is a threat. People with

expert level could take less time to develop the model, so that to mitigate this risk we select

people with similar level of expertise than the subjects that apply traditional testing

techniques. In addition, there may exist a learning effect of the subjects that manually

programmed the SICOVE project functionality and then generated the test cases. To avoid

this threat to internal validity, we crossed the subjects, java and C# programmers, after the

programming tasks were performed. In any case, if a learning effect appears, it was in

favor of the traditional testing method, not for T4MDD and CONT4MDD techniques.

Thus, the comparison of results is conservative.

Regarding to the external validity, which reflects to which extend it is possible to

generalize the findings, we identify the representativeness of the selected case as a threat,

since all the models correspond to a specific MDD approach. This may provoke that the

results are valid only on this industrial context. Repeating the application of the proposed

testing techniques with other MDD approaches will give more information about the

generalization of the results. In addition, the representativeness of the traditional testing

technique is a threat. We select manual testing as the traditional testing techniques.

However, a repetition with other testing techniques would generate different results.

During the application of T4MDD and CONT4MDD techniques, we learned several

lessons such as (1) the MDD approach was selected based on the researcheŕs contact

network, and the application of the proposed testing techniques over other MDD

approaches would support the generalization of these techniques; (2) the results obtained

corresponding to quantitative data, qualitative information (for instance the perception of

the ease of use of these techniques) would help to understand the intention to use T4MDD

and CONT4MDD techniques.

6 Conclusions

Since MDD enables the automatic code generation of a system from a conceptual model

specification, MBT seems to be the natural alternative to efficiently perform the testing of

applications developed under this paradigm. Thus, we have presented a MBT technique

that takes advantage of the conceptual models defined in an MDD approach to automat-

ically generate the test cases.

In this paper, we have demonstrated the applicability of MBT to the MDD paradigm in

order to reduce the time needed for software production. To do this, we have presented

T4MDD, a MBT technique that automatically generates abstract test cases in an XML

representation for a particular conceptual model. T4MDD uses the OO-Method conceptual

model, which is a MDD method with more than 10 years of successful application in the

market (Integranova 2015). We have also presented CONT4MDD, a MBT technique that

generates concrete test cases in two languages: C# and Java. This technique consumes the

abstract test cases generates by the T4MDD and automatically generates executable

(concrete) test cases. This is an important contribution since MBT proposals of the state of

the art are focused in the generation of abstract test cases, and therefore, the concrete test

cases must be manually programmed.

Even though the proposed MBT techniques have been defined for a particular MDD

approach (OO-Method), it is important to note that the conceptual model of OO-Method
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has conceptual constructs that are well-known and well-covered by UML (OMG 2011). In

addition, by using UML profiles it is possible to project our contributions to any MDD

approach that is built using UML diagrams. Thus, other MDD approaches could potentially

benefit from the ideas and results presented in this paper.

The contribution presented is useful for researchers and practitioners. Researchers can

use the proposed MBT proposal to generate new approaches related to different MDD

methods. Practitioners can use the MBT approach to alleviate the time required to design

and execute test cases.

Both techniques (T4MDD and CONT4MDD) have been applied to an industrial project,

which allows the verification of the results obtained for each testing criterion. The case also

demonstrates the efficiency of these techniques regarding traditional testing techniques. In

addition, it is recommended that the software engineers that develop a software system do

not participate in the testing process in order to avoid possible bias in the design of the test

cases. With the proposed techniques we also support this recommendation.

Furthermore, T4MDD and CONT4MDD implement nine testing criteria in contrast to

other MBT techniques that are focused in just one testing criterion. In addition, it is

possible to extend T4MDD and CONT4MDD to include more testing criteria in order to

achieve a quality assurance process as automatic as possible. As future work we plan to add

other testing criteria for the presentation view of the OO-Method conceptual model in

order to obtain results regarding the usability of the generated applications. We also plan to

generate concrete test cases for other programming languages. Finally, we plan to perform

further empirical studies to give more soundness to our proposal for testing MDD

applications.
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